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Übersicht
Kognitive Verzerrung Beschreibung Was ich dagegen tun kann
Bestätigungsfehler
Confirmation bias

Wir fokussieren uns auf In-
formationen, die mit unserer 
eigenen Sichtweise überein-
stimmen.

•	Annahmen überprüfen
•	„Think the opposite“
•	Stresstest seiner Glaubenssätze
•	Analyse konkurrierender Hypothesen

Rückschaufehler
Hindsight bias

Wir überschätzen im Nachhin-
ein die Vorhersehbarkeit eines 
eingetreten Ereignisses.

•	Sich alternative Pfade vorstellen
•	An einer „Crowdsourcing”-Plattform 

teilnehmen
•	Seine Vorhersagen verschriftlichen

Ergebnisverzerrung
Outcome bias

Wir messen eine Entscheidung 
am Ergebnis und nicht am 
Prozess, mit dem die Entschei-
dung getroffen wurde.

•	Entscheidprozess im Detail festhalten
•	Entscheidprozess evaluieren

Verfügbarkeitsfehler
Availability bias

Informationen, die wir einfach 
abrufen können, stufen wir als 
wichtiger ein.

•	Basisrate berücksichtigen
•	Red-Team-Analyse

Ankereffekt
Anchoring

Wir orientieren uns an den 
ersten Vergleichswerten, die 
wir zu einem Thema erhalten, 
auch wenn sie keinen Bezug 
dazu haben. 

•	Fragestellung mit standardisierten 
Arbeitsprozessen neu beurteilen

•	Quellen gleich behandeln und diversi-
fizieren

Selbstüberschätzung
Overconfidence bias

Wir überschätzen unser Wis-
sen und unsere Fähigkeit, 
Vorhersagen zu treffen.

•	Intellektuelle Bescheidenheit zeigen
•	Selbstreflexion
•	Offen für Feedback sein

Falle der irreversiblen 
Kosten
Sunk cost fallacy

Wir machen selbst dann wei-
ter, wenn das ursprüngliche 
Ziel kaum mehr erreichbar ist.

•	Sich auf aktuelle und zukünftige Kos-
ten und Vorteile anstatt auf den bereits 
geleisteten Einsatz konzentrieren

•	Rat von Aussenstehenden suchen

Fehlen von Belegen
Absence of evidence

Wir berücksichtigen das Feh-
len von Informationen nicht 
ausreichend.

•	Annahmen überprüfen
•	Sich fragen, was man weiss und was 

nicht

Kognitive Verzerrung Beschreibung Was ich dagegen tun kann
Fantasiemangel
Failure of Imagination 

Wir verwerfen vorschnell sehr 
unwahrscheinliche Entwick-
lungsmöglichkeiten.

•	Szenariotechnik
•	Kreatives Denken

Spiegelung
Mirror imaging

Wir setzen die eigene Sicht als 
die Sicht von anderen voraus.

•	Annahmen überprüfen
•	Red-Team-Analyse
•	Peer-Reading

Gruppendenken
Groupthink

Wir passen unsere Meinung 
dem vermeintlichen Konsens 
der Gruppe an.

•	Diverse Gruppen bilden
•	Red-Team-Analyse
•	Externe Experten einbeziehen

Mitläufereffekt
Bandwagon effect

Wir verhalten uns so, wie es 
die Mehrheit tut.

•	Red-Team-Analyse
•	Entscheidprozess entschleunigen

Autoritätsverzerrung
Authority bias

Wir messen der Meinung von 
Autoritätspersonen eine höhe-
re Glaubwürdigkeit bei, unab-
hängig von ihrem Inhalt.

•	Auch Aussagen von Autoritätsperso-
nen kritisch prüfen

•	Entscheidprozess entschleunigen 
•	Teams mit kritisch denkenden Perso-

nen bilden

Basisratenfehler
Base rate fallacy

Wie vernachlässigen Informa-
tionen der Basisrate (Grund-
häufigkeit).

•	Basisraten berücksichtigen
•	Statistische Werte in die Analyse inte-

grieren.

Verknüpfung- 
stäuschung
Conjunction fallacy

Wir schätzen die Kombination 
von zwei Merkmalen wahr-
scheinlicher ein als ein Merk-
mal für sich.

•	Entscheidprozess entschleunigen 
•	Statistisch denken

Überlebensirrtum
Survivorship bias

Wir sehen nur Erfolge; Nie-
derlagen werden ausgeblen-
det.

•	Daten bewusst auswählen
•	Sich fragen, welche Datenpunkte feh-

len könnten

Musterillusion 
Clustering Illusion

Wir sehen Muster, wo keine 
sind.

•	Offen für verschiedene mögliche Er-
klärungen sein

•	Statistisch denken

Vermeintliche  
zentrale Lenkung
Perceived  
central direction

Wir glauben, dass hinter Er-
eignissen ein bewusster Plan 
steht.

•	Offen für verschiedene mögliche Er-
klärungen sein

•	Annahmen überprüfen



81Je weiter wir in die Zukunft schauen, des-
to grösser sind die Unsicherheiten und 
desto geringer ist der Anteil gesicherter 
Fakten. Annahmen und Folgerungen, die 
aus kognitiven Prozessen resultieren, 
spielen in der Früherkennung deshalb 
eine entscheidende Rolle. Viele wissen 
jedoch nicht oder nur sehr grob, wie das 
menschliche Denken und die Entscheid-
prozesse funktionieren, die unsere Arbeit 
beeinflussen. Hauptgrund dafür ist, dass 
der Grossteil der kognitiven Abläufe und 
Prozesse, die hinter unserer Wahrneh-
mung, dem Verarbeiten von Informa-
tionen, dem Erinnern und dem Urteilen 
stehen, unbewusst ablaufen oder durch 
unbewusste Prozesse beeinflusst werden.

Die Welt erscheint uns oftmals unüber-
sichtlich und chaotisch. Es gibt unzählige 
Reize und Informationen. Um mit dieser 
komplexen Umwelt und den daraus re-
sultierenden Unsicherheiten umgehen zu 
können, streben wir in unserem Denken 
nach Ordnung. Unser Gehirn operiert da-
her mit Denkmodellen, die helfen, Reize 
schneller und effizienter zu verarbeiten. 
Obwohl sie grundsätzlich eine bemer-
kenswerte Errungenschaft der Evolution 
sind, können diese kognitiven Abkür-
zungen – auch Heuristiken genannt – zu 
Fehlschlüssen führen. Kognitive Verzer-
rungen sind i. d. R. unbewusste und sys-
tematische Denkfehler, die durch unsere 

Reiz- und Informationsverarbeitungs-
mechanismen verursacht werden und zu 
einem Zerrbild führen. Für die nachrich-
tendienstliche Arbeit stellen sie ein zent-
rales Problem dar.

Ziel dieses Handbuchs ist es, die Mit-
arbeiterinnen und Mitarbeiter des NDB 
für kognitive Verzerrungen zu sensibili-
sieren und aufzuzeigen, wie solche Ver-
zerrungen die Analysetätigkeit und v.  a. 
die Früherkennung beeinflussen. Dieses 
Wissen soll die Selbstreflexion über die 
Art und Weise fördern, wie wir denken 
und Entscheidungen treffen. Auch wer-
den im Handbuch Strategien und Tech-
niken vorgestellt, mit denen kognitive 
Verzerrungen zwar nicht vollständig eli-
miniert, aber deren Einflüsse zumindest 
begrenzt werden können.

Im Zentrum des Handbuchs steht eine 
Auswahl von achtzehn kognitiven Ver-
zerrungen, die in der nachrichtendienst-
lichen Arbeit besonders häufig vorkom-
men und entsprechend relevant sind. 
Nach einer kurzen Beschreibung folgen 
für jede Verzerrung konkrete Beispiele 
von Situationen, in denen sie auftauchen 
können. Auch wird auf Strategien und 
Techniken hingewiesen, die dabei helfen, 
den Effekt der jeweiligen Verzerrung zu 
minimieren.

Einleitung



1022Wie wir 
denken



Wie wir denken
Das Bedürfnis nach Ordnung 132

KOGNITIVE
VERZERRUNGEN 

KOGNITIVE
VERZERRUNGEN 

Ze
itd

ru
ck

Em
ot

ion
en

Hoh
er 

Ein
sat

z

Reiz
-

ver
arb

eit
un

g

Soziale 

Normen

Selbstbild
Druck & Zwang

Kultur & Erfahrungen

Individuelle 

Motivation

Informations-

lücken

Abbildung 1	 Einflussfaktoren auf unsere Entscheidfindung

Das Bedürfnis nach Ordnung
Ordnung ist ein menschliches Grundbe-
dürfnis. Dementsprechend streben wir 
auch im Denken danach. Die Welt soll 
Sinn ergeben, d.  h. wir möchten unse-
re Wahrnehmungen einordnen können. 
Unklarheit, Ungewissheit, Widersprü-
che und Mehrdeutigkeit sind Dinge, mit 
denen wir uns grundsätzlich schwertun. 
Deshalb wollen wir bei offenen Fragen 
möglichst schnell zu möglichst eindeu-
tigen und sicheren Antworten gelangen. 
Dies ist evolutionär bedingt und betrifft 
die meisten Menschen. Wie stark aus-
geprägt das Bedürfnis nach „kognitiver 
Geschlossenheit“ ist, unterscheidet sich 
jedoch von Person zu Person. Gewisse 
Menschen haben grosse Mühe mit Un-
sicherheiten und bevorzugen selbst bei 
unklarer Informationslage rasche und 
klare Antworten. Auch halten sie tenden-
ziell an einmal gefassten Meinungen fest, 

selbst wenn neue oder bessere Informa-
tionen diese infrage stellen. Faktoren 
wie Zeit- oder Schlafmangel sowie Druck 
von aussen, wie wir ihn im (Arbeits-)All-
tag häufig erleben, können diesen Effekt 
verstärken. Es gibt aber auch Menschen, 
die einen entspannteren Umgang mit 
Unsicherheiten haben, offener für neue 
Sichtweisen sind und eher bereit sind, 
neue und widersprüchliche Informatio-
nen zu berücksichtigen. I.  d.  R. ist ihre 
kognitive Reflexionsfähigkeit daher stär-
ker ausgeprägt. Wichtig zu betonen ist, 
dass Fähigkeiten wie die kognitive Re-
flexionsfähigkeit oder die intellektuelle 
Bescheidenheit trainiert und mit der Zeit 
verbessert werden können (mehr dazu in 
„Wie schärfe ich meinen Blick?“ auf Seite 
18).

NDB
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SYSTEM 1

SYSTEM 2

Schnell                

Unbewusst        

Automatisch     

Tägliche Entscheide

Fehleranfällig                  

Langsam

Bewusst

Anstrengend

Komplexe Entscheide

Zuverlässig

Denken in System 1 und System 2
Im nachrichtendienstlichen Kontext 
wird vorausgesetzt, dass unser Denken 
rational ist und unsere Analysen objek-
tiv sind. Wir bewerten Informationen 
und leiten daraus Schlussfolgerungen 
und Erkenntnisse ab. Für diese Prozes-
se verwenden wir primär jene Bereiche 
des Gehirns, die aus evolutionärer Sicht 
relativ jung sind. Gleichzeitig wird unser 
Denken aber immer auch von älteren Ge-
hirnstrukturen beeinflusst, die in erster 
Linie mit instinktivem und emotionalem 
Verhalten in Verbindung gebracht wer-
den. Die Hirnforschung ist so komplex, 
dass die genauen Zusammenhänge und 
Abläufe noch nicht vollständig bekannt 
sind. Alle Informationen, die wir über die 
Sinnesorgane aufnehmen, werden, ver-
einfacht gesagt, zuerst unbewusst in die-
sem instinktiven Teil verarbeitet und be-
urteilt. Häufig reicht dies aus, um einen 
Entscheid fällen und ausführen zu kön-
nen. Der Teil des Gehirns, der für das lo-
gische und rationale Denken verantwort-
lich ist, wird dafür nicht beigezogen oder 
mitunter sogar übersteuert. Der Grund 
dafür liegt in der Entwicklungsgeschich-
te des Menschen. Zu Zeiten der Jäger und 
Sammler konnte die Geschwindigkeit der 
Entscheidfindung über Leben und Tod 
entscheiden. So hatten Menschen, die 
bei einem möglichen Angriff eines Wild-
tiers instinktiv wegrannten eine höhere 
Überlebenschance als solche, die zöger-
ten. Obwohl diese Instinkte evolutionär 
betrachtet unser Überleben sicherten, 
sind sie in vielen Situationen, denen wir 
in der heutigen komplexen Welt begeg-
nen, ungeeignet. Wesentlich ist stattdes-
sen die Fähigkeit, mit den zahlreichen 

Grautönen und bestehenden Unsicher-
heiten umgehen zu können sowie in der 
Lage zu sein, Entscheide zu treffen, die 
auf reflektiertem und rationalem Denken 
beruhen.

Der Psychologe Daniel Kahneman ver-
wendet ein Modell mit zwei Systemen, 
um den menschlichen Denkprozess als 
vereinfachtes Schema zu beschreiben. 
In System 1, das auch intuitives System 
genannt wird und komplett unbewusst 
funktioniert, laufen automatische kogni-
tive Prozesse ab. Es ist sozusagen unser 
Autopilot. System 2, auch rationales Sys-
tem genannt, ist der uns besser vertrau-
te Bereich des bewussten Denkens. Hier 
fokussieren wir uns aktiv auf bestimmte 
Dinge, wägen ab, planen und kontrollie-
ren. Dieser Prozess ist langsamer und be-
nötigt deutlich mehr kognitive Ressour-
cen. Die Nummerierung der Systeme ist 
nicht zufällig: System 1 kommt immer 
zuerst zum Einsatz. Es ist schnell – da auf 
Heuristiken beruhend – und permanent 
im Hintergrund aktiv. Neue Fähigkeiten 
werden zuerst über System 2 erlernt und 
gehen dann mit zunehmender Routine in 
System 1 über. Kennen wir die Antwort 
auf eine Frage unmittelbar, kommt die-
se mit grosser Wahrscheinlichkeit aus 
System 1. Aufgabe von System 2 wäre es, 
diese intuitive Antwort mit Blick auf die 
ihr zugrundeliegenden Annahmen, die 
Argumentation und die Schlussfolgerun-
gen zu hinterfragen.

Abbildung 2	 Übersicht System 1 und 2 Denken NDB
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Kognitive Abkürzungen (Heuristiken)
Wie bereits erklärt, operiert unser Ge-
hirn mit Denkmodellen, um die Reiz- und 
Informationsflut bewältigen zu können, 
der wir in unserem Alltag ausgesetzt 
sind. Diese sog. Heuristiken können als 
Abkürzungen im Denken betrachtet wer-
den und erlauben es uns, unsere kogni-
tiven Ressourcen zu schonen. Zu kog-
nitiven Verzerrungen kommt es, wenn 
System 1 aufgrund des verkürzten Infor-
mationsverarbeitungsprozesses zu Fehl-
schlüssen gelangt. Da die Prozesse von 
System 1 unbewusst und automatisiert 
ablaufen, sind wir uns auch dieser kogni-
tiven Verzerrungen nicht bewusst.

In der nachrichtendienstlichen Analy-
se können kognitive Verzerrungen dazu 
führen, dass z.  B. die Lagedarstellung, 
die Beurteilung oder auch der Blick in 
die Zukunft verzerrt werden. Der Analyst 
oder die Analystin lässt z.  B. wichtige, 
aber unwahrscheinliche Entwicklungs-
möglichkeiten weg, interpretiert Kausa-
litäten falsch, hinterfragt die eigenen An-
nahmen und Hypothesen nicht kritisch, 
unterschätzt den Faktor Zufall, hat ein zu 
grosses Vertrauen ins eigene Urteil und 
Wissen oder konzentriert sich hauptsäch-
lich auf bereits Bekanntes. Viele dieser 
Denkfehler sind so tief verankert, dass es 
i. d. R. nicht ausreicht, die verschiedenen 
Verzerrungen zu kennen, um sie zu ver-
meiden. Als illustratives Beispiel für die 
Hartnäckigkeit kognitiver Verzerrungen 
dient die sog. Müller-Lyer-Illusion:

Unser Gehirn sagt uns, dass die drei Li-
nien unterschiedlich lang sind. Obwohl 
Messlinien das Gegenteil beweisen, hal-
ten die meisten von uns an der Illusion 
der unterschiedlich langen Linien fest. 
Sich einer Wahrnehmungs- und kogniti-
ven Verzerrung bewusst zu sein, macht 
einen folglich nicht automatisch immun 
dagegen.

Da wir die Funktionsweise unseres Ge-
hirns nicht grundlegend verändern kön-
nen und diesen Fallstricken immer wie-
der von Neuem ausgesetzt sind, müssen 
wir Wege finden, mit den Risiken besser 
umzugehen. Ein erster Schritt, um unse-
re Anfälligkeit gegenüber Denkfehlern zu 
reduzieren, ist die Akzeptanz der Tatsa-
che, dass alle Menschen kognitiven Ver-
zerrungen unterliegen. Es ist ein Trug-
schluss, zu glauben, dass nur andere 
davon betroffen sind (Verzerrungsblind-
heit). Selbst ein überdurchschnittlicher 
IQ sowie akademische Abschlüsse bieten 
nachweislich keinen Schutz. Der Psycho-
loge Keith Stanovich z.  B. untersuchte 
den Zusammenhang zwischen Intelligenz 
und Rationalität. Seine Resultate deuten 
darauf hin, dass zwischen den beiden Va-
riablen nur eine vernachlässigbare Kor-
relation besteht. Andere Studien legen 
sogar nahe, dass Menschen mit einer 
hohen Intelligenz anfälliger für gewisse 
Denkfehler sind als der Durchschnitt. In-
telligenz allein ist somit kein Garant für 
rationale Entscheidungen. 

NDB
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Wie schärfe ich meinen Blick?
 
 
Kognitive Verzerrungen und andere 
Effekte, die Entscheidungen negativ 
beeinflussen, sind Teil unseres Le-
bens. Wir können uns ihnen – wie er-
wähnt – nicht vollständig entziehen. 
Sich seinen kognitiven Verzerrungen 
bewusst zu sein sowie den Mut und die 
Offenheit zu haben, zuzugeben, wenn 
man sich getäuscht hat, sind wichtige 
Grundvoraussetzungen des kritischen 
Denkens. Nachfolgend werden einige 
Eigenschaften und Strategien darge-
stellt, die allesamt lernbar sind und 
helfen können, kritischer zu denken 
und bessere Urteile zu fällen.

Kognitive Reflexion

Kognitive Reflexion ist die Fähigkeit einer 
Person, ein falsches Bauchgefühl (System 
1) zu erkennen und zu übersteuern. Ge-
messen werden kann diese Fähigkeit an-
hand von Testfragen, wie die nachfolgen-
den Beispiele zeigen:

1.	 Ein Schläger und ein Ball kosten ins-
gesamt 1 Franken und 10 Rappen. Der 
Schläger kostet genau 1 Franken mehr 
als der Ball. Wieviel kostet der Ball?

2.	Wenn 5 Maschinen 5 Minuten brau-
chen, um 5 Spielzeuge zu produzie-
ren, wie lange würden 100 Maschinen 
brauchen, um 100 Spielzeuge zu pro-
duzieren?

3.	 In einem See gibt es ein Teppich mit 
Seerosenblättern. Jeden Tag verdop-
pelt sich die Grösse der bedeckten Flä-
che. Wenn es 48 Tage dauert, bis die 
Seerosen den gesamten See bedecken, 
wie lange dauert es, bis sie die Hälfte 
des Sees bedecken?

Hinterfragen wir unsere bei solchen Fra-
gen i. d. R. falsche Intuition mithilfe von 
System 2, so merken wir, dass die rich-
tigen Antworten 5 Rappen, 5 Minuten 
und 47 Tage lauten. Personen, die gut in 
kognitiven Reflexionstests abschneiden, 
sind erwiesenermassen weniger anfäl-
lig für kognitive Verzerrungen. Es lohnt 
sich also, sich bei wichtigen Fragen nicht 
nur auf seine Intuition zu verlassen und 
stattdessen die eigenen Annahmen kri-
tisch und systematisch zu hinterfragen.

Intellektuelle Bescheidenheit 

Eine weitere wichtige Eigenschaft, die 
grosse Auswirkungen auf unsere Ent-
scheidfindung und v. a. auf unser Lernen 
hat, ist die intellektuelle Bescheidenheit. 
Damit ist das Bewusstsein für die Gren-
zen unseres Wissens und unseres Urteils-
vermögens gemeint. Dabei geht es nicht 
darum, bewusst tiefzustapeln, sich klein 
zu machen oder keine Überzeugungen zu 
haben. Vielmehr ist eine intellektuell be-
scheidene Person in der Lage, sich und 
ihre Stärken und Schwächen angemessen 
einzuschätzen. Bei Unwissenheit oder 
mangelnder Expertise scheut sie sich 
nicht davor zurück, dies offen zuzuge-
ben. Auch ist sie sich selbst bei starken 
persönlichen Überzeugungen der Mög-
lichkeit einer Fehleinschätzung bewusst. 
Seine intellektuelle Bescheidenheit zu 
trainieren, ist mit harter Arbeit verbun-
den. Nebst intensiver und kontinuier-
licher Selbstbeobachtung und -reflexion 
ist v. a. auch ehrliches Feedback von Aus-
senstehenden sowie die Auseinanderset-
zung mit Fehleinschätzungen notwendig.

Aktiv aufgeschlossenes  
Denken

Das Konzept des aktiv aufgeschlossenen 
Denkens ist eng mit der intellektuellen 
Bescheidenheit verwandt. Es bezeich-
net die Bereitschaft, nach alternativen 
Standpunkten sowie nach Informationen 
zu suchen, die der eigenen oder auch der 
vorherrschenden Meinung widerspre-
chen. Aktiv aufgeschlossene Menschen 
ziehen keine voreiligen Schlüsse, son-
dern bevorzugen reflektiertes Denken. 
Sie stehen neuen Informationen grund-
sätzlich offen gegenüber und sind bereit, 
ihre bestehenden Auffassungen zu über-
denken, wenn sich die Informationslage 
ändert. Ein Experiment hat gezeigt, dass 
aktiv aufgeschlossene Personen bei der 
Auswahl von Presseartikeln tendenziell 
solche bevorzugen, die ihre Auffassungen 
mit neuen Informationen herausfordert 
– und nicht etwa solche, die sie bestä-
tigen. Forscher messen die individuelle 
Ausprägung für solches Denken mit der 
Zustimmung zu Aussagen wie „Menschen 
sollten Hinweise in Betracht ziehen, die 
ihren Auffassungen widersprechen“ oder 
„Die eigene Meinung zu ändern, ist ein 
Zeichen von Stärke“. Diverse Studien zei-
gen, dass eine hohe Zustimmung zu sol-
chen Aussagen mit einer grösseren Ra-
tionalität und einer tieferen Anfälligkeit 
für kognitive Verzerrungen korreliert.
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Neugier

In der Psychologie wird Neugier als die 
erhöhte Bereitschaft definiert, sich neu-
en, ungewohnten und komplexen Situati-
onen und Objekten auszusetzen bzw. die-
se aktiv zu suchen. Studien zeigen, dass 
neugierige Menschen weniger zu Pola-
risierung neigen. Der natürliche Drang, 
die Welt zu verstehen, hilft bei der Über-
windung von vorgefassten Meinungen. 
Neugierige Menschen beobachten, stel-
len Fragen und lernen fortlaufend. Sie 
lieben es, unbekannte Themen zu entde-
cken und haben auch wenig Mühe damit, 
den Status quo infrage zu stellen. Die 
menschliche Neugier ist i. d. R. bei Klein-
kindern am ausgeprägtesten und wird 
danach kontinuierlich schwächer. Das 
Verhalten der Eltern und von Lehrper-
sonen kann Neugier stärken oder schwä-
chen, z.  B. indem sie selbst neugieriges 
Verhalten vorleben oder – im Gegenteil 
– Fragen der Kinder zurückweisen. Auch 
eine Angstkultur in einer Organisation 
kann Neugier behindern.

Growth Mindset

Die Wahrnehmung der eigenen Stär-
ken hat gemäss der Psychologin Carol 
Dweck einen enormen Einfluss darauf, 
wie wir mit Lernsituationen umgehen. 
Mit einer positiven Einstellung gegen-
über Wachstum („growth mindset“) ist 
man der Überzeugung, dass die eigene 
Leistung durch Übung verbessert werden 
kann. Rückschläge werden als Chancen 
gesehen, um zu wachsen. Personen mit 
einem „growth mindset“ machen sich 
weniger Sorgen darüber, wie sie im Ver-
gleich zu anderen dastehen. Ihr Selbst-
wertgefühl ist nicht abhängig von ihrem 
Wissen. Sie lernen gerne und haben we-
nig Mühe, Wissenslücken einzugestehen. 
Im Gegensatz dazu glauben Personen mit 
einem „fixed mindset“, dass Stärken und 
Schwächen genetisch veranlagt sind und 
deshalb nicht grundsätzlich verändert 
werden können. Rückschläge werden als 
besonders schmerzhaft empfunden, da 
sie das Selbstbild infrage stellen. Auch 
haben sie die Tendenz, ihr Selbstbild 
bzw. ihre Identität stark an bestimmte 
Meinungen knüpfen. Diese können dann 
nur schwer überdacht werden, da Gegen-
argumente oft als persönliche Angriffe 
wahrgenommen werden. Auch tun sich 
Personen mit einem „fixed mindset“ oft 
schwer damit, Feedback anzunehmen. 
Wissenslücken oder Schwächen geben sie 
zudem nur ungern zu.

GROWTH 
MINDSET

FIXED 
MINDSET

Vor neuen und ungewohnten 
Dingen zurückschrecken

Talent als statisch 
betrachten

Herausforderungen 
vermeiden   

Misserfolge oder Fehler 
nicht akzeptieren können

Sich ständig 
beweisen müssen

Kritik und
Feedback ablehnen   

Aus der Komfortzone 
heraustreten

Talent als Weiter-
entwicklung sehen

Herausforderungen 
als Chancen sehen

Aus Misserfolgen lernen 
und wachsen

Sich auf den Prozess und nicht 
das Endergebnis konzentrieren

Konstruktives Feedback 
zu schätzen wissen

Sich durch den Erfolg 
anderer bedroht fühlen

Sich vom Erfolg 
anderer inspirieren lassen

Abbildung 4	 Übersicht Fixed und Growth Mindset NDB
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Outside-in Thinking

Beim Outside-In-Denken wird zuerst das 
grosse Ganze betrachtet (Aussensicht) 
und erst dann auf die Details bzw. den 
konkreten Fall eingegangen (Innensicht). 
Menschen gehen jedoch i.  d.  R. von der 
Innensicht aus, da diese ihrer Präferenz 
für Geschichten entspricht. Um die Aus-
sensicht einnehmen zu können, ist es 
wichtig, die sog. Basisrate – die Häufig-
keit von Ereignissen in einem bestimm-
ten Zeitraum – zu kennen. So wird er-
sichtlich, wie sich ähnliche Situationen 
entwickelt haben. Wenn wir von der In-
nensicht, d. h vom einzelnen Fall, auf das 
Allgemeine schliessen oder grundsätz-
liche Eigenschaften ausblenden, kann 
es zu Verzerrungen in unserem Denken 
kommen. Deshalb sollten wir stattdessen 
die Aussensicht als Ausgangspunkt neh-
men. Diese hilft uns dabei, Einzelfälle 
richtig zu beurteilen und einzuordnen.

Nebst dem Erwerb der vorgestellten Eigenschaften können auch die folgenden 
Ansätze helfen, kognitive Verzerrungen zu minimieren:

Strukturierte  
Analysetechniken 

Strukturierte Analysetechniken (SAT) 
helfen, das kritische Denken zu fördern 
und so kognitiven Verzerrungen vorzu-
beugen. Sie ermöglichen die Externali-
sierung von Denkprozessen auf systema-
tische und transparente Art und Weise. 
Dadurch wird man u. a. gezwungen, auch 
von der eigenen Meinung abweichende 
Fakten zu berücksichtigen. Auch können 
SAT dabei helfen, die eigene Fragestel-
lung zu schärfen oder die Überprüfung 
von Hypothesen sicherzustellen, die man 
sonst vorschnell als unrealistisch abgetan 
hätte. SAT tragen zudem dazu bei, Beur-
teilungen nachvollziehbarer zu machen. 
Einige SAT können allein, andere wiede-
rum nur in der Gruppe angewandt wer-
den. Bei der Anwendung von SAT durch 
einzelne Personen besteht aufgrund der 
Hartnäckigkeit gewisser Verzerrungen 
jedoch das Risiko fort, dass bestimmte 
Informationen oder Erklärungsansätze 
bewusst oder unbewusst ignoriert und 
blinden Flecken unentdeckt bleiben. Aus 
diesem Grund ist die Anwendung von 
SAT in der Gruppe vorzuziehen. Eine 
Auswahl von SAT wird im Handbuch 
„Methoden der Früherkennung und Anti-
zipation“ des NDB erläutert.

Nutzung der kognitiven  
Diversität  

(Schwarmintelligenz)

Welche kognitiven Verzerrungen unser 
Denken beeinträchtigen und wie stark 
ausgeprägt diese sind, ist von Mensch 
zu Mensch verschieden. So werden z.  B. 
Wertesysteme durch unsere unterschied-
lichen sozialen und kulturellen Hinter-
gründe und Erfahrungen geformt und 
beeinflusst. Gruppen mit Personen, die 
unterschiedlich denken, sind ein wich-
tiger Grundbaustein, um die Effekte von 
kognitiven Verzerrungen zu minimieren. 
Zentral ist dabei v. a. die kognitive Diver-
sität und nicht äussere Merkmale wie Ge-
schlecht, Alter oder ethnische Herkunft. 
Der Einbezug verschiedener Perspek-
tiven und Denkweisen kann helfen, zu 
besseren Einschätzungen, Urteilen und 
Entscheidungen zu gelangen. Studien 
haben gezeigt, dass sich unterschied-
liche kognitive Verzerrungen in einer 
Gruppe i. d. R. aufheben, sofern die ein-
zelnen Mitglieder in ihrem Denken un-
abhängig sind und sich nicht allzu stark 
gegenseitig beeinflussen. Auch wird das 
individuelle Wissen der Mitglieder ku-
muliert. Zentrale Voraussetzung ist die 
Gewährleistung einer möglichst grossen 
Perspektivenvielfalt, da Personen mit 
ähnlichen Sichtweisen auch ähnlichen 
kognitiven Verzerrungen unterliegen 
(u.  a. bekannt als „Betriebsblindheit“).  
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Der Bestätigungsfehler (confirmation bias) bezeichnet die Tendenz, 
neue Informationen so zu interpretieren, dass sie unsere bestehenden 
Hypothesen, Theorien und Weltanschauungen bestätigen. Informa-
tionen, die sich nicht mit diesen decken oder sie gar widerlegen (di-
sconfirming evidence), werden herausgefiltert oder ignoriert. Der Be-
stätigungsfehler ermöglicht es unserem Gehirn, seinem Wunsch nach 
Klarheit und Ordnung nachzukommen. Je unklarer ein Sachverhalt, 
desto stärker wirkt der Bestätigungsfehler. Das Internet, die sozialen 
Medien und Algorithmen haben dazu beigetragen, dass wir vermehrt 
Informationen und Meinungen konsumieren, die unseren Standpunkt 
stützen. Widersprechende Ansichten und Meinungen werden häu-
fig schon im Vorfeld herausgefiltert. In solchen Filterblasen sowie 
in Echokammern, in denen sich Personen mit ähnlichen Sichtweisen 
fortlaufend gegenseitig bejahen, ist der Bestätigungsfehler besonders 
stark ausgeprägt.

Abbildung 5	 Bestätigungsfehler

NDB
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Ein Analyst beurteilt die wachsenden 
Spannungen im Kontext einer politischen 
Krise als ungefährlich für die Regierung. 
Meldungen, die dies bestätigen, liest er 
detailliert und arbeitet sie in seine Pro-
dukte ein. Hingegen ignoriert er wider-
sprechende Informationen, da sie seiner 
Auffassung nach nur die Sichtweise der 
Opposition darstellen.

Eine Quellenführerin ist stolz auf eine 
vor kurzem rekrutierte Quelle. Die ersten 
gelieferten Informationen bestätigen den 
exklusiven Zugang, doch als eine Reihe 
überraschender Ereignisse auftritt, kom-
men Zweifel an der Zuverlässigkeit und 
Integrität der Quelle auf. Informationen, 
die die Quelle infrage stellen, weist die 
Quellenführerin als haltlos zurück. Um-
gekehrt nimmt sie Informationen, die die 
Quelle stützen, als Gegenbeweis sofort 
auf.

Was ich dagegen tun kann

•	 Annahmen überprüfen, indem man sie 
systematisch identifiziert und hinter-
fragt.1

•	 Versuchen, möglichst viele Hypothesen 
zu widerlegen, anstatt die wahrschein-
lichste zu bestätigen. Als wahrschein-
lichste Hypothese gilt dabei jene, gegen 
die am wenigsten widersprechende In-
formationen vorliegen – nicht jene, für 
die am meisten bestätigende Informa-
tionen vorhanden sind.2

•	 „Stresstesten“: Seine Glaubenssätze 
aufschreiben und aktiv nach Gegenbe-
legen suchen (murder your darlings). 
Versuchen, führende Hypothesen und 
die zentralen Annahmen hinter diesen 
zu widerlegen.

•	 „Think the opposite“-Strategie: Sich 
bewusst die Frage stellen, ob nicht 
das Gegenteil wahr sein könnte. In der 
Gruppe ist dies auch als Red-Team-
Analyse möglich.3

•	 Sich bei neuen und widersprüchlichen 
Informationen stets die Frage stellen, 
welchen Wert diese haben könnten. 
Sich zwingen, Informationen, die der 
eigenen Einschätzung zuwiderlaufen, 
nicht voreilig zu verwerfen.

•	 Sich getrauen, seine Meinung im Lich-
te plausibler neuer Erkenntnisse zu 
ändern, selbst wenn man sie bis anhin 
standhaft vertreten hat.

1	 Handbuch Methoden der Früherkennung  
und Antizipation, S. 27.

2	 Ebd., S. 97.
3	 Ebd., S. 84.
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Abbildung 6	 Einfluss des Rückschaufehlers auf Prognosen

«Ich wusste,  
dass es geschehen würde.»

Alles fühlt sich o�ensichtlich an.

«Ich weiss, 
was geschehen wird.»

Wenn die Vergangenheit so o�ensichtlich ist,
dann ist die Zukunft vorhersagbar. 

VERGANGENHEIT ZUKUNFTHEUTE

NDB

Der Rückschaufehler (hindsight bias) ist einer der hartnäckigsten 
Denkfehler. Er beschreibt die Tendenz, unsere Entscheidungen oder 
Ereignisse in der Retrospektive als richtig, notwendig, vorhersehbar 
oder unausweichlich wahrzunehmen. Dies ist oft mit dem Gedanken 
verbunden, dass es gar nicht anders hätte kommen können. Alternati-
ve Entwicklungsmöglichkeiten werden als unplausibel verworfen. Der 
Rückschaufehler lässt uns auch glauben, wir seien bessere Prognos-
tiker, als wir es tatsächlich sind. Wir unterschätzen die Komplexität 
unserer Umwelt und überschätzen die Vorhersehbarkeit von Ereignis-
sen und Entwicklungen. Im Rückblick erscheint unser Leben deshalb 
oftmals als logische Abfolge. Auch hier versucht unser Gehirn, künst-
lich Ordnung und dadurch Sicherheit zu schaffen. Die Rückschauver-
zerrung hindert uns nachweislich daran, aus unseren Erfahrungen zu 
lernen. Wenn wir beispielsweise stets das Gefühl haben, mit unseren 
Einschätzungen richtig zu liegen, ist es unwahrscheinlich, dass wir uns 
rückblickend mit ihnen auseinandersetzen und uns selbstkritisch fra-
gen, ob wir falsch gelegen sind.
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Beispiele

Ein Analyst hält Anschläge einer Terror-
gruppe für sehr unwahrscheinlich. Als 
sich doch ein Anschlag ereignet, ändert 
er seine Beurteilung notgedrungen. Zwei 
Monate später meldet er sich an einem 
Rapport und sagt: „Wir haben schon im-
mer auf die hohe Wahrscheinlichkeit von 
Terroranschlägen hingewiesen.“ Dabei 
sieht er keinen Widerspruch zu seiner 
früheren Einschätzung.

Für eine Studie wurden Studentinnen 
und Studenten gebeten, vorherzusagen, 
wie der US-Senat über die Bestätigung 
eines Kandidaten für den Obersten Ge-
richtshof abstimmen würde. Einen Mo-
nat nach der Abstimmung wurden die 
Teilnehmer gebeten, sich an ihre Vorher-
sagen zu erinnern. Während 78 Prozent 
angaben, sie seien richtig gelegen, lag die 
effektive Zahl nur bei 58 Prozent. Viele 
unterlagen dem Rückschaufehler.

Was ich dagegen tun kann

•	 Eigene Vorhersagen klar formulieren, 
schriftlich festhalten und später un-
voreingenommen mit den tatsächli-
chen Entwicklungen abgleichen.

•	 Sich retrospektiv bewusst alternative 
Pfade vorstellen. Damit sind Entwick-
lungen gemeint, die zwar möglichen 
waren, aber nicht eingetreten sind.

•	 Teilnahme an einer „Crowdsourcing“-
Plattform. Diese hilft, die eigenen Pro-
gnosefähigkeiten zu trainieren und 
objektiv zu überprüfen, wie gut die 
eigenen Prognosen tatsächlich sind.
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Abbildung 7	  Entscheidqualität und Ergebnis

NDB
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Die Ergebnisverzerrung (outcome bias) beschreibt die Tendenz, unsere 
Entscheidungen am Ergebnis zu messen statt an der Qualität des Ent-
scheidprozesses. Positive Ergebnisse sind nicht zwingend das Resultat 
einer optimalen Entscheidfindung. Glück und Zufall spielen eine weit-
aus grössere Rolle, als wir es uns eingestehen. Dies verleitet uns dazu, 
risikoreiche, fehlerhafte – und je nachdem – auch unethische Entschei-
dungen zu wiederholen. Umgekehrt kann am Ende eines durchdachten 
und methodisch sauberen Prozesses trotzdem ein negatives Ergebnis 
stehen. Ein solches kann dazu führen, dass man sich fälschlicherwei-
se dafür entscheidet, den Prozess nicht mehr anzuwenden. Für die 
Evaluation unserer Entscheidungen ist es daher wichtig, die gewählte 
Methode und den Gedankenprozess festzuhalten, um mögliche Fehler 
und Verbesserungsmöglichkeiten zu identifizieren. Die Kunst besteht 
darin, zu erkennen, wann der Zufall (Glück oder Pech) das Ergebnis 
mitbestimmt hat. Idealerweise machen wir uns bereits im Vorfeld eines 
Entscheids Gedanken über den Prozess und gestalten diesen aktiv.
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Beispiele

Ein Analyst für die Terrorismusbekämp-
fung gibt an, dass Terroranschläge im 
Land innerhalb der nächsten Wochen 
„sehr unwahrscheinlich“ seien. Bei einer 
Routinekontrolle im nahen Ausland ent-
deckt die Polizei in einem Fahrzeug eine 
grössere Menge Sprengstoff und nimmt 
die verdächtigen Insassen fest. Aufgrund 
der ausbleibenden Anschläge sieht sich 
der Analyst in seiner Beurteilung bestä-
tigt.

Eine Observation wird minutiös geplant, 
wobei man sich auch intensiv auf Even-
tualitäten vorbereitet. Beim Ausführen 
des Plans kommt es in der Umgebung, in 
der die Observation stattfindet, zu einem 
Blackout. Dabei gelingt es der Zielper-
son, unerkannt zu entkommen. Obwohl 
die Planung grundsätzlich solide war und 
das Scheitern an einem nicht kontrollier-
baren Faktor lag, wird das Observations-
team wegen des Misserfolgs aus dem Feld 
abgezogen.

Was ich dagegen tun kann

•	 Den Entscheidprozess im Detail fest-
halten. Dadurch wird er transparent, 
nachvollziehbar und kann überprüft 
werden. Bevor man das Ergebnis einer 
Entscheidung bewertet, einen Rück-
blick vornehmen und die dem Ent-
scheid zugrundeliegenden Schritte und 
Faktoren analysieren. Dies kann auch 
im Team im Rahmen des Debriefings 
geschehen.

•	 Sich folgende Fragen stellen: Beruhte 
der Entscheid auf nachvollziehbaren, 
vernünftigen Gründen? Wurden exter-
ne Perspektiven miteinbezogen? Wur-
den die Chancen und Risiken angemes-
sen gegeneinander abgewogen? Welche 
Rolle könnten Glück und Zufall gespielt 
haben?

•	 Man sollte sich von positiven Ergebnis-
sen nicht blenden und von negativen 
Ergebnissen nicht entmutigen lassen, 
solange der Prozess stimmt. Daran 
denken: „ For you often learn more by 
being wrong for the right reasons than 
you do by being right for the wrong 
reasons.”
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Der Verfügbarkeitsfehler (availability bias) ist eine Abkürzung im 
Denken, die darauf beruht, dass wir Ereignisse als wahrscheinlicher 
einschätzen, wenn kürzlich ein ähnliches Ereignis geschehen ist oder 
ein Ereignis einen besonderen Eindruck hinterlassen hat. An solche 
Ereignisse können wir uns nämlich schneller und leichter erinnern. 
Eine Folge davon ist, dass wir die Wahrscheinlichkeit von Ereignissen 
systematisch unter- oder überschätzen, weil wir uns bei der Beurtei-
lung nicht auf die tatsächliche Häufigkeit stützen. Abstrakte Daten und 
Fakten sind für unser Gehirn weniger leicht zugänglich als persönli-
che Erfahrungen oder einfache Botschaften, die oft wiederholt werden. 
Personen überschätzen z. B. aufgrund der starken Mediatisierung häu-
fig das Risiko, bei einem Flugzeugunfall zu sterben oder ermordet zu 
werden. Zugleich unterschätzen sie das Risiko, an einer weniger spek-
takulären, aber deutlich häufigeren Todesursache zu sterben, wie z. B. 
einem Herzinfarkt oder an Magenkrebs.

Eine Unterform des Verfügbarkeitsfehlers ist die Anschaulichkeitsver-
zerrung (vividness bias): Wir haben die Tendenz, bei der Auswahl und 
Bewertung von Informationen diejenigen höher zu gewichten, die be-
sonders konkret und lebhaft sind. Anekdoten und Fallbeispiele hinter-
lassen einen grösseren Eindruck als abstrakte Zusammenhänge oder 
statistische Daten.
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Beispiele

Nach den Anschlägen vom 11. September 
verzichteten viele Menschen in den USA 
auf das Fliegen und benutzten auch für 
grössere Distanzen das Auto. Die Angst 
vor erneuten Anschlägen war in ihren 
Köpfen sehr präsent. Statistisch gesehen 
ist Fliegen allerdings deutlich sicherer 
als Autofahren. Selbst wenn Terroristen 
in den USA monatlich Anschläge mit Op-
ferzahlen wie beim 11. September ver-
übten, läge die Wahrscheinlichkeit, bei 
einem solchen zu sterben, immer noch 
tiefer (1 zu 135‘000) als bei einem Auto-
unfall (1 zu 6000).

Ein Partnerdienst warnt nach einem er-
folgreichen Putsch in einem Land ein-
dringlich und wiederholt vor der Ge-
fahr weiterer Umstürze in der Region. 
Der zuständige Analyst weiss, dass es in 
den letzten 20 Jahren nur zu zwei Coups 
in der Region gekommen ist. Trotzdem 
schätzt er die Wahrscheinlichkeit wei-
terer Umstürze aufgrund der alarmisti-
schen Berichte des Partnerdienstes als 
hoch ein.

Was ich dagegen tun kann

•	 Die Basisrate sowie langfristige Trends 
bei der Beurteilung von Wahrschein-
lichkeiten berücksichtigen.

•	 „Devils advocate“ bzw. Red-Team-Ana-
lyse. Jemand nimmt eine Gegenrolle ein 
und stellt bewusst die vorherrschende 
Meinung infrage. Damit hilft er der 
Gruppe, Schwächen in ihrem Denken 
zu erkennen.4

4	 Handbuch Methoden der Früherkennung  
und Antizipation, S. 84.
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Informationen die einer Person früh im Entscheidprozess zur Verfü-
gung stehen, haben einen unbewussten ankernden Effekt (anchor). 
Basierend darauf werden anschliessend Annahmen getroffen und Ein-
schätzungen gemacht. Auch werden neue Informationen anhand des 
Ankers gefiltert und bewertet. Es gelingt nur selten, sich komplett von 
einem Anker zu lösen, wenn er einmal gesetzt ist. Anker beeinflussen 
uns unabhängig von unserer Expertise oder unserer Erfahrung. Auch 
können sie aus irrelevantem Wissen bestehen, das nichts mit der zu 
beurteilenden Frage zu tun hat. Dazu ein Beispiel: In einem Experi-
ment liessen die Psychologen Daniel Kahneman und Amos Tversky die 
Teilnehmerinnen und Teilnehmer an einem Glücksrad drehen. Danach 
fragten sie sie nach der Anzahl UNO-Mitgliedstaaten. Personen, bei de-
nen das Glücksrad bei einer kleinen Zahl stehen geblieben war, gaben 
dabei häufig eine tiefere Anzahl Mitgliedsstaaten an als jene, die eine 
grosse Zahl gedreht hatten.
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Ein Analyst wechselt das Dossier und 
muss eine erste Beurteilung vornehmen. 
Dabei stützt er sich weitgehend auf die 
Einschätzung in den Produkten seines 
Vorgängers.

Ich möchte eine Prognose über die weite-
re Entwicklung eines Konfliktes machen. 
Anstatt mir zuerst eigene Gedanken 
zu machen, lese ich die Prognose eines 
Partnerdienstes und verwende diese als 
Grundlage für meine eigene Einschät-
zung.

Bei einer Geiselnahme fordern die Täter 
ein hohes Lösegeld von acht Millionen 
Franken. Diese Summe entspricht jedoch 
nicht ihrer eigentlichen Forderung, son-
dern nur als Anker, um mit einem mög-
lichst hohen Betrag in die Verhandlungen 
starten zu können.

Was ich dagegen tun kann

•	 Fragestellung umformulieren oder sie 
mit standardisierten Arbeitsprozessen 
wie z.  B. Checklisten und Umweltana-
lysen neu beurteilen.

•	 Sich überlegen, was der Anker in einer 
bestimmten Situation ist. Wie und wa-
rum könnte er die eigene Einschätzung 
verzerren?

•	 Verschiedene Quellen nutzen, um die 
Faktenlage zu prüfen. Neue Informa-
tionen angemessen berücksichtigen – 
v. a., wenn sie die eigene Einschätzung 
herausfordern.
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Der Unterschied zwischen dem, was wir wirklich wissen, und dem, was 
wir zu wissen glauben, wird als Selbstüberschätzung (overconfidence 
bias) beschrieben. Wir überschätzen unser Wissen und unsere Fähig-
keiten systematisch. Dies gilt insbesondere bei Prognosen, da die Zu-
kunft offen und somit fundamental unsicher ist. Expertise bietet dabei 
keinen wirksamen Schutz: Studien haben gezeigt, dass Experten bei 
Prognosen in ihrem Fachgebiet in gewissen Situation sogar anfälliger 
für Selbstüberschätzung sind als Laien. Die Sozialpsychologie erklärt 
den Denkfehler u. a. mit unserem Bedürfnis nach Wahrung eines posi-
tiven Selbstbilds. V.  a. in Situationen, die sehr komplex sind, besteht 
ein erhöhtes Risiko zur Selbstüberschätzung: Je weniger Informationen 
wir haben, desto eher neigen wir dazu, Wissenslücken mit Annahmen 
statt Fakten zu füllen, wobei wir die Annahmen oft fälschlicherweise 
als Tatsachen betrachten.

Eine besonders tückische Form der Selbstüberschätzung bringt der 
sog. Dunning-Kruger-Effekt zum Ausdruck: Menschen, deren Wissen 
objektiv gesehen gering ist, überschätzen ihre Fähigkeiten besonders 
oft. Zugleich tendieren sie dazu, die Leistungen von kompetenteren 
Personen zu unterschätzen. Auch bremst die Ignoranz gegenüber sei-
nem eigenen Unwissen den Lernprozess. Abbildung 8 zeigt die vier 
Abschnitte eines solche Prozesses: Mit dem ersten Wissen zu einem 
Thema und ersten Erfahrungen steigt unser Selbstvertrauen i. d. R. zu-
nächst stärker als unsere Kompetenz. Nach und nach eignen wir uns 
weiteres Wissen und Fähigkeiten an. Dabei werden wir uns zunehmend 
der Komplexität der Thematik bewusst, worauf das Selbstvertrauen 
sinkt. Wenn wir das neu erworbene Wissen bewusst und konzentriert 
anwenden, nimmt unser Selbstvertrauen nach und nach wieder zu. Bei 
langjährigen Experten steigt jedoch das Risiko anderer kognitiver Ver-
zerrungen, darunter der Bestätigungsfehler und die Spiegelung5. Dies 
hat damit zu tun, dass Experten ihr Wissen und ihre Fähigkeiten in 
vielen Situationen unbewusst aus System 16 anwenden können. Dabei 
greifen sie auf Heuristiken7 und ihre Intuition zurück, die sehr anfällig 
für kognitive Verzerrungen sind.

5	  Siehe auch „Bestätigungsfehler“ auf Seite 26 und „Spiegelung“ auf Seite 44
6	  Siehe auch. „Denken in System 1 und System 2“ auf Seite 14
7	  Siehe auch „Kognitive Abkürzungen (Heuristiken)“ auf Seite 17
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Bei der Invasion der Ukraine soll die 
russische Seite angenommen haben, in 
drei Tagen Kiew erreichen zu können. 
Die Moral und Wehrhaftigkeit der ukrai-
nischen Gesellschaft sowie die Reaktion 
der internationalen Gemeinschaft kamen 
für die russischen Planer überraschend. 
Zudem wurden die eigenen Fähigkeiten 
klar überschätzt.

Nach Ankündigung des Rückzugs der USA 
aus Afghanistan war klar, dass die afgha-
nischen Streitkräfte unter Druck geraten 
würden. Die Geschwindigkeit, mit der 
Kabul nach dem Abzug der US-Truppen 
im Sommer 2021 fiel, überraschte jedoch 
viele Beobachter. Während die Stärke der 
Taliban unterschätzt wurde, wurde die-
jenige der afghanischen Streitkräfte – 
ausgebildet von der westlichen Koalition 
– überschätzt.

Was ich dagegen tun kann

•	 Intellektuelle Bescheidenheit zeigen. 
Die Grenzen des eigenen Wissens ken-
nen und auch gegenüber anderen ein-
gestehen.

•	 Fortlaufend die eigenen Fähigkeiten 
und Leistungen reflektieren. Dazu ge-
hört es, Fehler einzugestehen und da-
nach zu streben, Zusammenhänge und 
Gegebenheiten besser zu verstehen 
(statt lediglich richtig zu liegen).

•	 Offen für Feedback sein. Inputs nicht 
ignorieren, nur weil sie unbequem sind 
oder den eigenen Ansichten widerspre-
chen.

•	 Den Antrieb stärken und die Disziplin 
aufbringen, Neues zu lernen und die 
eigenen Fähigkeiten zu verbessern.

•	 An einer „Crowdsourcing“-Plattform 
teilnehmen und sich mit den eigenen 
Scores auseinandersetzen. Diese zei-
gen, wie gut die eigenen Prognosen 
tatsächlich sind.

Abbildung 8	  Kompetenzkurve
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Kognitive Verzerrungen
Falle der irreversiblen Kosten

Kognitive Verzerrungen
Falle der irreversiblen Kosten38 3933

Ein in vielen Bereichen des Lebens verbreiteter Denkfehler ist die Fal-
le der irreversiblen Kosten (sunk cost fallacy). Diese Verzerrung tritt 
häufig auf, wenn wir bereits viel Zeit, Geld oder Energie in etwas in-
vestiert haben. Wir nehmen die angefallenen Kosten zum Anlass, eine 
Sache selbst dann fortzuführen, wenn dies objektiv gesehen kaum 
mehr Sinn ergibt. Dabei lassen wir ausser Acht, dass es in gewissen 
Situationen die bessere Option für uns ist, ein Ziel aufzugeben, den 
eingeschlagenen Weg zu verlassen oder ein Projekt abzubrechen. Doch 
je grösser der bereits geleistete Einsatz, desto stärker ist i.  d.  R. der 
Drang, weiterzumachen.

Eine wichtige psychologische Prädisposition der Falle der irreversib-
len Kosten ist, dass wir nach Konsistenz gegen innen (Selbstwahrneh-
mung) und aussen (Fremdwahrnehmung) streben, um glaubwürdig zu 
erscheinen. Dazu gehört es, Widersprüche zu vermeiden. Diese entste-
hen jedoch, wenn wir unsere Meinung ändern – insbesondere dann, 
wenn die ganze bisherige Arbeit oder sogar unser Ansehen infrage ge-
stellt werden könnten. Indem wir ein misslungenes Projekt weiterfüh-
ren, zögern wir diese unangenehme Realisierung hinaus und erhalten 
zumindest den Anschein von Konsistenz aufrecht.
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Nach der Invasion Afghanistans als Teil 
des Kriegs gegen den Terror blieben die 
USA während zwanzig Jahren im Land 
präsent. Dabei kamen über 2500 US-Sol-
daten ums Leben. Bei Diskussionen über 
einen möglichen Rückzug wurde stets 
darauf verwiesen, dass man das Land 
nicht in einem instabilen Zustand verlas-
sen könne, da die Soldaten in diesem Fall 
umsonst gestorben wären.

Bei einem Rapport verteidigt man seine 
eigene, wenig fundierte These weiter, da 
man schon so viele Arbeitsstunden inves-
tiert hat und nicht, weil es das Resultat 
einer nüchternen Betrachtung der Fakten 
darstellt. 

Was ich dagegen tun kann

•	 Sich auf aktuelle und zukünftige Kos-
ten und Vorteile konzentrieren anstatt 
auf den bereits geleisteten Einsatz. Op-
portunitätskosten bedenken und sich 
diese bewusst machen.

•	 Informatiksysteme bei der Entscheid-
findung nutzen, um die Rationalität zu 
erhöhen und den oftmals verzerrenden 
Einfluss unsrer Gefühle zu reduzieren.

•	 Rat von Aussenstehenden einholen. 
Diese können den Zustand eines Pro-
jekts mit ihrem unvoreingenommenen 
Blick normalerweise objektiver be-
urteilen als wir. Wichtig ist, die Rat-
schläge nicht vorschnell zu verwerfen, 
wenn sie nicht dem entsprechen, was 
wir hören wollen.
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Kognitive Verzerrungen
Fehlen von Belegen

Kognitive Verzerrungen
Fehlen von Belegen40 4133

Es liegt in der Natur der nachrichtendienstlichen Analyse, dass zentra-
le Informationen oft fehlen (absence of evidence). Dies stellt eine Her-
ausforderung dar, da die menschlichen Denkprozesse darauf abzielen, 
Komplexität zu reduzieren, und nicht etwa, diese zu erhöhen. Deshalb 
kümmert sich unser Gehirn im Normalfall auch nicht darum, welche 
Informationen fehlen könnten, sondern arbeitet primär mit dem, was 
gerade verfügbar ist. Analystinnen und Analysten sollten in der Lage 
sein, relevante Wissenslücken zu erkennen und in ihrer Beurteilung zu 
berücksichtigen. Dabei sollten sie den potenziellen Einfluss der feh-
lenden Daten abschätzen können und das Vertrauen in ihre Beurtei-
lung entsprechend anpassen. Studien zeigen jedoch, dass häufig das 
Sprichwort „Aus den Augen, aus dem Sinn“ den Umgang mit fehlen-
den Informationen widerspiegelt: Es wird nicht oder nur am Rande 
auf Informationslücken hingewiesen. Auch fehlt in der abschliessen-
den Beurteilung eine angemessene Berücksichtigung und Gewichtung 
der Wissenslücken. Nur selten wird zudem geprüft, ob das beobachtete 
Fehlen von Informationen „normal“ oder – im Gegenteil – selbst ein 
Indikator für ungewöhnliche Aktivitäten oder Inaktivität ist („the ab-
sence of evidence is not evidence of absence“).
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Ein Land ist für seine erfolgreiche Spio-
nageaktivität bekannt. Obwohl die eige-
nen Mittel zur Spionageabwehr solide 
und auf dieses Land ausgerichtet sind, 
können keine entsprechenden Aktivitä-
ten festgestellt werden. Daraus wird die 
Schlussfolgerung gezogen, dass das Land 
kein Interesse an hiesigen Informationen 
hat und seine Spionageaktivitäten wohl 
auf andere Staaten ausgerichtet hat.

Wegen einer technischen Störung können 
keine aktuellen Satellitenbilder vom um-
strittenen Grenzgebiet zwischen zwei 
Ländern gemacht werden. Trotz dieser 
Wissenslücke wird in einer Kurzmeldung 
geschrieben, dass die Situation unverän-
dert sei.

Was ich dagegen tun kann

•	 Sich bewusst fragen, was man weiss 
und was nicht. Die eigenen Wissens-
lücken und die daraus resultierenden 
Unsicherheiten transparent machen. 
Sich fragen, ob und wie man die Lü-
cken gefüllt hat. Dies im Fazit entspre-
chend berücksichtigen.

•	 Annahmen überprüfen, indem man sie 
systematisch identifiziert und hinter-
fragt.8

•	 Sich bewusst sein, dass das Fehlen von 
Informationen auch das Resultat einer 
bewussten Verschleierungstaktik sein 
kann. Sich stets fragen, ob man etwas 
nicht sieht, weil es die Gegenseite so 
will.

•	 Fehlende Informationen können auch 
eine Schlüsselinformation darstellen 
(vgl. Sherlock Homes‘ „dog that did not 
bark“).

8	 Handbuch Methoden der Früherkennung  
und Antizipation, S. 27.
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Kognitive Verzerrungen
Fantasiemangel

Kognitive Verzerrungen
Fantasiemangel42 4333

Der sog. Fantasiemangel (failure of imagination) wurde im Kontext der 
Aufarbeitung der Terroranschläge vom 11. September in der Sicher-
heitspolitik bekannt. Er beschreibt den Umstand, dass für gewisse Ent-
wicklungen nicht vorgesorgt wird, weil das Ereignis die Vorstellungs-
kraft der zuständigen Personen übersteigt. Ein wichtiger Grund für 
diese Verzerrung ist die Erwartung, dass die Chancen und Risiken der 
Gegenwart und der Zukunft denjenigen der Vergangenheit ähnlich sind 
bzw. sein werden. Dabei geht vergessen, dass auch äusserst unwahr-
scheinliche Ereignisse – sog. Wildcards – grundsätzlich möglich sind 
und eintreten können. Besonders relevant sind in diesem Zusammen-
hang Ereignisse, die zwar äussert unwahrscheinlich sind, aber sehr 
grosse Auswirkungen mit sich bringen. Solche Ereignisse werden als 
„high impact, low probability“ (HILP) bezeichnet. Beim Erstellen von 
Szenarien werden diejenigen Szenarien, die als unwahrscheinlich gel-
ten, häufig nicht detailliert ausgearbeitet und geprüft, sondern bereits 
zu einem frühen Zeitpunkt verworfen. Dadurch nimmt man in Kauf, 
Opfer des Fantasiemangels zu werden. Fehlen Raum und Zeit für krea-
tives Denken, nimmt das Risiko hierfür weiter zu.
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Vor dem 11. September wurden Flug-
zeuge entführt, um Lösegeld oder die 
Freilassung von inhaftierten Kämpfern 
zu erpressen. Kaum jemand konnte sich 
jedoch vorstellen, dass Flugzeuge zur ab-
sichtlichen Zerstörung von Gebäuden be-
nutzt werden könnten.

Nur die wenigsten Politbeobachter nah-
men anfänglich die Kandidatur von 
Donald Trump für die US-Präsident-
schaftswahlen 2016 ernst. Selbst nach 
seiner Nominierung wurde im Allgemei-
nen nicht damit gerechnet, dass Trump 
auch tatsächlich gewählt werden könnte. 
Wichtige aussen- und sicherheitspoliti-
sche Institutionen weltweit entwarfen 
deshalb keine Strategien für eine mögli-
che Präsidentschaft Trumps.

Was ich dagegen tun kann

•	 Mithilfe der Szenariotechnik verschie-
dene Entwicklungsmöglichkeiten für 
die Zukunft beschreiben, darunter 
auch äusserst unwahrscheinliche.9

•	 Das aktiv aufgeschlossene Denken ver-
bessern. Neue Ideen und Perspektiven 
suchen und erkunden, die sich auch 
von den eigenen unterscheiden können 
und sollen.

•	 Eine Umgebung fördern, die das krea-
tive Denken begünstigt. Andere sollen 
sich ermutigt fühlen, all ihre Ideen zu 
teilen, selbst wenn diese unorthodox 
erscheinen.

9	 Handbuch Methoden der Früherkennung  
und Antizipation,  S. 92.
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Kognitive Verzerrungen
Spiegelung

Kognitive Verzerrungen
Spiegelung44 4533

Spiegelung (mirror-imaging) resultiert daraus, dass Personen Infor-
mationen durch den Filter ihrer eigenen Erfahrungen wahrnehmen 
und verarbeiten. Dadurch entsteht die Tendenz, die eigene Sicht als die 
Sicht der anderen vorauszusetzen. Lücken im Wissen werden dabei mit 
Annahmen gefüllt, die von unseren persönlichen Ansichten oder Wer-
ten geprägt sind. Dies gefährdet die Objektivität unserer Schlussfolge-
rungen und Erkenntnisse. Das Spiegeln unserer Kultur, Sichtweisen 
und Präferenzen kann so weit gehen, dass wir Entwicklungen lediglich 
durch diese Brille betrachten. Wir gelangen zu einem Bild, das zwar für 
uns stimmig ist, aber nicht berücksichtigt, dass Personen und Gruppen 
mit unterschiedlichen Hintergründen auch unterschiedlich denken und 
handeln. Zugespitzt: Was für uns irrationales Verhalten ist, kann für 
unser Gegenüber ein logischer nächster Schritt sein.
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Im Mai 1998 überraschte ein indischer 
Nuklearwaffentest die US-Nachrichten-
dienste. Drei Jahre zuvor war ein sol-
cher Test u. a. aufgrund von politischem 
Druck der US-Regierung abgesagt wor-
den. Die Analysten gingen deshalb da-
von aus, dass die indische Regierung von 
einem erneuten Test absehen würde. Da-
durch verpassten sie es, die Dynamik der 
indischen Innenpolitik und der neu ge-
wählten Regierung in ihrer Einschätzung 
zu berücksichtigen. 

In den Wochen und Monaten vor dem rus-
sischen Angriffskrieg gegen die Ukraine 
prognostizierten zahlreiche europäische 
Nachrichtendienste, dass Russland kei-
ne Invasion starten würde. Als Begrün-
dung wurde u.  a. angegeben, dass eine 
Invasion der Ukraine im Widerspruch zu 
einer nüchternen Abwägung von Kosten 
und Nutzen stünde und somit irrational 
wäre. Diese Fehleinschätzung war stark 
von der eigenen Rationalität geprägt.

Was ich dagegen tun kann

•	 Annahmen überprüfen, indem man sie 
systematisch identifiziert und hinter-
fragt.10

•	 „Devils advocate“ bzw. Red-Team-Ana-
lyse. Jemand nimmt eine Gegenrolle ein 
und stellt bewusst die vorherrschende 
Meinung infrage. Damit hilft er der 
Gruppe, Schwächen in ihrem Denken 
zu erkennen.11

•	 Versuchen, möglichst viele Hypothesen 
zu widerlegen, anstatt die wahrschein-
lichste zu bestätigen. Als wahrschein-
lichste Hypothese gilt dabei jene, gegen 
die am wenigsten widersprechende In-
formationen vorliegen – nicht jene, für 
die am meisten bestätigende Informa-
tionen vorhanden sind.12

•	 Peer-Reading der Produkte sicher-
stellen. Dabei sollten die Peer-Reader 
nach Möglichkeit eine Perspektive ha-
ben, die von der eigenen klar abweicht, 
oder eine solche zumindest einnehmen 
können.

10	 Handbuch Methoden der Früherkennung  
und Antizipation, S. 27.

11	 Ebd., S. 84
12	 Ebd., S. 97.
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Kognitive Verzerrungen
Gruppendenken

Kognitive Verzerrungen
Gruppendenken46 4733

Von Gruppendenken (group thinking) spricht man, wenn die Mitglie-
der einer Gruppe ihre Meinung dem vermeintlichen Konsens anpassen. 
Grund dafür ist ein Streben nach Übereinstimmung, das v. a. bei Perso-
nen entsteht, die das Verlangen nach Harmonie in der Gruppe über die 
Motivation stellen, Alternativen genau zu prüfen. Weitere Faktoren, 
die Gruppendenken begünstigen, sind Fehler in der Gruppenstruktur 
(z. B. mangelnde Diversität) sowie herausfordernde situative Umstän-
de (z. B. ein hohes Stresslevel oder eine akute Bedrohungslage).

Laut dem Psychologen Irving Janis, der den Begriff geprägt hat, resul-
tieren aus diesen Faktoren drei zentrale Verhaltensmuster, die proble-
matisch sind:

•	 Selbstüberschätzung: Die Gruppe fühlt sich als verschworene und 
unbesiegbare Einheit. Sie unterliegt der Illusion, alles erreichen zu 
können.

•	 Engstirnigkeit: Man rechtfertigt unreflektiert die (Fehl-)Entscheide 
der Gruppe, denkt in Stereotypen und blendet Informationen, die 
gegen das geplante Vorgehen sprechen, systematisch aus.

•	 Konformitätsdruck: Mitglieder mit abweichenden Meinungen wer-
den unter Druck gesetzt oder halten sich von sich aus zurück, um den 
vermeintlichen Konsens der Gruppe nicht zu untergraben.
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Die Landung in der Schweinebucht in 
Kuba 1961 gilt als eines der grössten Fi-
askos der amerikanischen Aussenpolitik. 
Sämtliche Annahmen über die Stärke der 
kubanischen Streitkräfte erwiesen sich 
als falsch und die Massnahmen der Even-
tualplanung als nicht umsetzbar. Wie die 
Aufarbeitung zeigte, fühlten sich die Be-
rater von Präsident Kennedy aufgrund 
des damals verbreiteten Antikommunis-
mus den Kubanern moralisch überlegen. 
Zudem agierte die stets im Konsens ar-
beitende Planungsgruppe überheblich 
und verzichtete darauf, kritische Punkte 
zu hinterfragen.

Bei einer Sitzung im Rahmen einer Ope-
ration versichert der Quellenführer, dass 
die ihm gelieferten Informationen glaub-
würdig seien. Um die Ziele der Operation 
und des Teams nicht zu gefährden, ge-
traut er sich nicht, zuzugeben, dass seine 
Quelle ihm zweideutige Antworten auf 
seine Fragen gegeben hat.

Was ich dagegen tun kann

•	 (Kognitiv) diverse Gruppen und Teams 
bilden. Einen inklusiven Führungsstil 
pflegen. Raum für Reflexion und inter-
ne Kritik schaffen und auch anonyme 
Meinungsäusserungen zulassen. Eine 
positive Fehlerkultur ermöglichen.

•	 „Devils advocate“ bzw. Red-Team-Ana-
lyse. Jemand nimmt eine Gegenrolle ein 
und stellt bewusst die vorherrschende 
Meinung infrage. Damit hilft er der 
Gruppe, Schwächen in ihrem Denken 
zu erkennen.13

•	 Externe Experten einbeziehen, die eine 
Aussensicht bieten können.

•	 Die hierarchisch tiefste Person darf 
ihre Meinung zuerst äussern.

13	 Handbuch Methoden der Früherkennung  
und Antizipation, S. 84.
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Kognitive Verzerrungen
Mitläufereffekt

Kognitive Verzerrungen
Mitläufereffekt48 4933

Der Mitläufereffekt (bandwagon effect) bezeichnet die Bereitschaft, 
sich mit seinen Einstellungen und Verhaltensweisen der Mehrheit an-
zuschliessen. Dabei wird davon ausgegangen, dass das Verhalten der 
Mehrheit richtig ist. Je mehr Menschen eine bestimmte Meinung ver-
treten, desto glaubwürdiger erscheint sie. Die eigenen Überzeugungen 
werden in der Folge ausgeklammert oder übersteuert. Die grosse Ge-
fahr besteht darin, dass der Mitläufereffekt das kritische Denken des 
Einzelnen, das oft zu guten Entscheidungen führt, ausser Kraft setzt. Es 
gibt verschiedene Gründe, die zum Mitläufereffekt führen. Ein solcher 
ist Effizienz: Das Mitlaufen ermöglicht es uns, schnell eine Entschei-
dung zu treffen. Dabei wird eine weit verbreitete Zustimmung zu etwas 
als Zeichen dafür gewertet, dass wir eine ähnliche Haltung einnehmen 
sollten. Ein weiterer Grund ist, dass wir Teil einer Gemeinschaft sein 
wollen. Durch angepasstes Verhalten verhindern wir, ausgeschlossen 
zu werden. Ein dritter Grund ist, dass wir gerne auf der Gewinner-
seite stehen und von den Vorteilen profitieren wollen, die sich daraus 
ergeben. Im nachrichtendienstlichen Umfeld kann der Mitläufereffekt 
z. B. auftreten, wenn es einfacher und angenehmer ist, sich der bereits 
bestehenden Meinung einer Gruppe von Analysten anzuschliessen, als 
seinen eigenen Standpunkt zu erarbeiten und zu vertreten.
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In der Politik kann der Mitläufereffekt 
dazu führen, dass Stimmberechtigte für 
die in den Umfragen führende Kandida-
tin bzw. den führenden Kandidaten stim-
men, nur weil sie zur Mehrheit gehören 
wollen. 

Bei einer Lagebeurteilung kommen die 
involvierten Analysten zu einem einheit-
lichen Schluss. Die Beurteilung wird von 
der Linie unkritisch und nur oberfläch-
lich geprüft, da sich die Fachexperten im 
vorliegenden Fall ja einig sind.

Was ich dagegen tun kann

•	 „Devils advocate“ bzw. Red-Team-Ana-
lyse. Jemand nimmt eine Gegenrolle ein 
und stellt bewusst die vorherrschende 
Meinung infrage. Dabei hilft er der 
Gruppe, Schwächen in ihrem Denken 
zu erkennen.14

•	 Entscheidprozess entschleunigen. 
Wenn wir zwischen der Wahrneh-
mung sozialer Signale und unserer 
endgültigen Entscheidung etwas Zeit 
verstreichen lassen, können wir nach-
denken und sicherstellen, dass wir 
nicht unüberlegt die Ideen anderer 
übernehmen.

14	 Handbuch Methoden der Früherkennung  
und Antizipation, S. 84.



13

Kognitive Verzerrungen
Autoritätsverzerrung

Kognitive Verzerrungen
Autoritätsverzerrung50 5133

Die Autoritätsverzerrung (authority bias) ist die Tendenz, der Meinung 
von Autoritätspersonen – darunter auch von Experten – eine grössere 
Bedeutung beizumessen und sich stärker von ihr beeinflussen zu las-
sen, unabhängig von ihrem Inhalt. Im Berufsalltag lässt sich diese Ten-
denz z. B. beobachten, wenn bei unklarer Datenlage oder nicht vorhan-
denen Informationen reflexartig der Meinung des Teammitglieds mit 
der grössten Erfahrung, dem höchsten Status oder auch der stärksten 
Meinung gefolgt wird. Neben der Heuristik zur schnelleren Entscheid-
findung spielt bei der Autoritätsverzerrung auch die Sozialisierung 
eine Rolle. Die meisten Menschen lernen bereits als Kinder, Autoritä-
ten zu folgen und ihnen zu vertrauen. Experimente haben gezeigt, dass 
wir die Tendenz haben, selbst dann auf Autoritäten zu achten, wenn 
es irrational oder moralisch falsch ist. Beim sog. Milgram-Experi-
ment z. B. sollten Versuchspersonen einem eingeweihten Schauspieler 
Stromschläge mit zunehmender Intensität verabreichen. Es floss kein 
Strom, doch simulierte der Schauspieler die schmerzhaften Reaktio-
nen. Als die Probanden das Experiment abbrechen wollten, wurden sie 
vom Versuchsleiter aufgefordert weiterzumachen. Über die Hälfte der 
Teilnehmenden machte bis zur maximalen Stromstärke weiter. In man-
chen Fällen zeigt sich die Autoritätsverzerrung auch darin, dass Auto-
ritäten nicht nur auf dem eigenen, sondern auch in anderen Gebieten 
als kompetent wahrgenommen, obwohl sie dort über keine Expertise 
verfügen. Dies ist eine Ausprägung des „Halo-Effekts“, bei dem man 
von bekannten Eigenschaften einer Person auf unbekannte schliesst.
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Ein Analyst hat vor kurzem seine Stelle 
in einem Nachrichtendienst angetreten. 
Beim Morgenrapport fragt ihn die Be-
reichsleiterin, ob er mit ihrer Einschät-
zung zu den neusten Entwicklungen in 
seinem Fachgebiet einverstanden ist. Der 
Analyst stimmt der Bereichsleiterin zu, 
obwohl er ihre Einschätzung mithilfe sei-
ner Sensoren nicht verifizieren kann.

Ein bekannter Philosoph äussert sich 
dediziert zum russischen Angriffskrieg 
gegen die Ukraine. Trotz fehlender Ex-
pertise wird er im weiteren Verlauf des 
Kriegs in den Medien häufig zu Themen 
befragt, die das Völkerrecht, die Kriegs-
führung, die Diplomatie und die interna-
tionalen Beziehungen betreffen.

Was ich dagegen tun kann

•	 Im Rahmen des Möglichen das Fach-
wissen und Entscheidungen von Auto-
ritätsfiguren kritisch prüfen und – wo 
angezeigt – hinterfragen.

•	 Innere Distanz zwischen sich selbst 
und der Autoritätsfigur schaffen und 
Entscheidungen erst nach einer Be-
denkzeit treffen.

•	 Eine diverse Zusammensetzung von 
Teams anstreben mit Personen, die kri-
tisch denken und ihre Meinung aktiv 
teilen.
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Abbildung 9	 Basisratenfehler

Stefan ist 
schüchtern.

Stefan ist ...
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B) Bibliothekar
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Richtige Antwort:
Es gibt viel mehr Verkäufer 

als Bibliothekare,  also 
ist Stefan wahrscheinlich 

Verkäufer.

Verkäufer Bibliothekare

Aufgeschlossen
Anzahl Personen 

Schüchtern

NDB

Schnelle Antwort:
Bibliothekare sind 
schüchtern, also ist 
Stefan Bibliothekar.

Die Basisrate ist ein statistischer Begriff und beschreibt, wie häufig 
ein Merkmal in einer Grundgesamtheit vorkommt. Wenn uns sowohl 
spezifische Informationen, die sich auf eine bestimmte Person oder ein 
Ereignis beziehen, als auch Informationen zur Basisrate zur Verfügung 
stehen, neigen wir dazu, den spezifischen Informationen einen höhe-
ren Wert beizumessen. Die Basisrate wird dabei oftmals ausgeklam-
mert. Dies wird als Basisratenfehler (base rate fallacy) bezeichnet. Ig-
noriert man in seiner Analyse statistische Daten und fokussiert sich 
stattdessen ausschliesslich auf Einzelbeispiele und Anekdoten, ist das 
Risiko gross, der Verzerrung zum Opfer zu fallen. Wie Studien gezeigt 
haben, bevorzugt der Mensch von Natur aus Erzählungen gegenüber 
Zahlen und Statistiken. Da diese abstrakter sind, betrachten wir sie 
als weniger relevant. Eine Folge davon ist, dass wir die Basisrate nicht 
oder nur ungenügend in unsere Entscheidfindung integrieren, obwohl 
wir dazu grundsätzlich in der Lage wären. Die sog. Repräsentativitäts-
heuristik, bei der Menschen dazu neigen, ein einzelnes Ereignis oder 
eine bestimmte Person als typisch für eine grössere Gruppe zu betrach-
ten, trägt besonders zum Basisratenfehler bei.
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Seit Wochen kommt es zu erhöhten 
Spannungen im Südchinesischen Meer. 
Medien berichten von einer grossen Mi-
litärübung der chinesischen Streitkräfte, 
während gleichzeitig der US-Präsident 
in Japan auf Staatsbesuch weilt und eine 
Erhöhung der amerikanischen Truppen-
präsenz in der Region ankündigt. Hinzu 
kommt eine Häufung von gefährlichen 
Annäherungen zwischen chinesischen 
Kampfjets und Aufklärungsflugzeu-
gen der USA. Die zuständige Analystin 
schätzt es vor diesem Hintergrund als 
wahrscheinlich ein, dass es in den nächs-
ten drei Monaten zu einem tödlichen 
Zwischenfall kommt. Dabei lässt sie die 
Basisrate für solche Vorfälle ausser Acht, 
die sehr tief ist.

Ein Analyst schätzt die Wahrscheinlich-
keit für einen Regierungswechsel in ei-
nem Land als sehr unwahrscheinlich ein, 
da die derzeitige Regierung seit drei Jah-
ren über eine solide Mehrheit im Parla-
ment verfügt. Dabei vergisst er, dass es 
statistisch gesehen alle 2,6 Jahre in die-
sem Land zu einem Regierungswechsel 
kommt.

Was ich dagegen tun kann

•	 Verfügbaren Basisraten mehr Auf-
merksamkeit schenken. Erst in einem 
zweiten Schritt die situativen Informa-
tionen in die Beurteilung einfliessen 
lassen.15

•	 Statistische Werte in die Analyse integ-
rieren. Diese entsprechend ausweisen. 
Beispiel: „Regierungswechsel finden in 
diesem Land durchschnittlich alle vier 
Jahre statt.“

15	  Siehe auch „Outside-in Thinking“ auf Seite 23
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Die Verknüpfungstäuschung (conjunction fallacy) ist ein Denkfehler, 
bei dem das kombinierte Auftreten von zwei oder mehr Merkmalen als 
wahrscheinlicher eingeschätzt wird als dasjenige eines Einzelmerk-
mals. Mathematisch betrachtet kann die Wahrscheinlichkeit des kombi-
nierten Auftretens von zwei oder mehr Merkmalen allerdings nie grös-
ser sein als die Wahrscheinlichkeit der Einzelmerkmale. Die Täuschung 
tritt dann auf, wenn ein nicht stereotypkonformes Merkmal auf ein ste-
reotypkonformes Merkmal trifft. Als Beispiel: Stefanie wurde früher 
in ihrer Jugend wegen diversen Straftaten wie Sachbeschädigung und 
Körperverletzung verurteilt. Ist Stefanie politisch aktiv, oder politisch 
aktiv und Mitglied einer gewaltextremistischen Gruppierung? Da uns 
das Merkmal des Gewaltextremismus plausibel erscheint, schätzen wir 
die Kombination der beiden Merkmale als wahrscheinlicher ein, auch 
wenn es mathematisch gesehen unwahrscheinlicher ist. Selbst wenn 
man sich der Täuschung bewusst ist, fällt es einem schwer, sie zu über-
winden, da das Gehirn vermeintlich schlüssige Erklärungen höher ge-
wichtet als abstrakte Wahrscheinlichkeiten.Ve
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Ist die Aussage „Er hat klassifizierte 
Informationen an die Gegenseite wei-
tergegeben“ oder „Er hat klassifizierte 
Informationen preisgegeben und steht 
dem Käufer ideologisch sehr nahe“ 
wahrscheinlicher? Die erste Aussage ist 
wahrscheinlicher, da auch andere Beweg-
gründe als Ideologie Auslöser für eine 
solche Tat sein können, wie z.  B. Geld, 
Erpressung oder Prestige. Die Menge an 
Personen, die aus ideologischen Gründen 
spionieren, ist nur eine Teilmenge aller 
Personen, die Spionage betreiben.

Eine Gruppe von Experten muss für das 
nächste Jahr die Wahrscheinlichkeit von 
zwei Szenarien einschätzen. Das erste 
Szenario lautet „Der Präsident wird nicht 
mehr im Amt sein“ und das zweite Sze-
nario „Der Präsident wird mittels Putsch 
durch einen Vertreter seines inneren Zir-
kels ersetzt“. Das zweite Szenario dürfte 
als wahrscheinlicher eingestuft werden 
als das erste, da es zusätzliche Informa-
tionen enthält und somit plausibler er-
scheint.

Was ich dagegen tun kann

•	 Versuchen, statistisch zu denken und 
Basisraten konsultieren. Die eigene Fä-
higkeit zur kognitiven Reflexion stär-
ken. Sich Zeit für Entscheidungen neh-
men und sich nicht auf die erstbeste 
Antwort verlassen.

•	 Sich durch Feedback von Dritten der 
eigenen Nutzung von Heuristiken, sei-
ner Stereotype und Vorurteile bewusst 
werden.

•	 Als Führungsperson Testfragen stellen, 
um die tatsächliche Meinung der Mit-
arbeitenden zu eruieren.
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Der Überlebensirrtum (survivorship bias) verleitet uns dazu, die Wahr-
scheinlichkeit eines Erfolgs systematisch zu überschätzen, da erfolg-
reiche Projekte oder Personen im Alltag sichtbarer sind als Misserfol-
ge. Der Name ist in Zusammenhang mit Datensätzen entstanden, bei 
denen nur die Beobachtungen von Überlebenden Eingang fanden. Die 
Verzerrung kann auf individueller Ebene z.  B. bei finanziellen oder 
unternehmerischen Entscheiden folgenreich sein. Zu Verlierern und 
Misserfolgen, die durch den Überlebensirrtum ausgeblendet werden, 
zählen beispielsweise gescheiterte Startups, Studienabbrecher, Schau-
spieler, die den Durchbruch in Hollywood nicht geschafft haben oder 
auch wirkungslose Therapien.
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Eine Forschungsgruppe versuchte 
während des Zweiten Weltkriegs, her-
auszufinden, wie Kampfflugzeuge besser 
geschützt werden könnten, um die Über-
lebenschancen der Besatzung zu verbes-
sern. Zu diesem Zweck wertete sie aus, 
welche Teile der zurückgekehrten Flug-
zeuge am meisten Einschlusslöcher hat-
ten, um diese zu härten. Dabei ignorierte 
sie, dass die Flugzeuge mit Einschluss-
löchern an den kritischsten Stellen gar 
nicht erst zurückkehrten. Es hätten folg-
lich diejenigen Teile gehärtet werden 
müssen, die bei den zurückgehrten Flug-
zeugen unbeschädigt blieben.

Ein IT-Dienstleister aus der Sicherheits-
branche wirbt mit einer grossen Anzahl 
Fallstudien in seiner Offerte. Sie sollen 
beweisen, wie erfolgreich und sicher sei-
ne Produkte und Dienstleistungen angeb-
lich sind. Misserfolge verschweigt er aus 
naheliegenden Gründen.

Was ich dagegen tun kann

•	 Sich vor einer Entscheidung fragen, 
was für Informationen fehlen könnten 
und gegebenenfalls fehlende Daten-
punkte recherchieren.

•	 Vorsichtig sein bei der Auswahl von 
Datensätzen. Sicherstellen, dass die 
Quelle der Daten seriös und zuverläs-
sig ist. Auf die Vollständigkeit der Da-
ten achten bzw. Lücken identifizieren. 
Das Fehlen von kritischen Datenpunk-
ten kann die Analyse und Entscheidfin-
dung negativ beeinflussen.
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Abbildung 10	 Verteilung Bombeneinschläge London
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Die Musterillusion (clustering illusion) beschreibt die Tendenz, ver-
meintliche Muster und Beziehungen in zufälligen und bedeutungslosen 
Datenpunkten wahrzunehmen. Die Verzerrung ist ein weiteres illustra-
tives Beispiel dafür, wie wir nach Ordnung und schlüssigen Erklärun-
gen streben und Mühe damit haben, Zufall und Chaos zu akzeptieren. 
Der gleichen Logik folgt die Verzerrung, dass wir kausale Erklärungen 
bevorzugen, selbst wenn es keine gibt. Erscheint beim Münzwurf zehn 
Mal hintereinander die Zahl, bleibt dies ein Zufall.16

Oftmals vermuten wir allzu schnell einen eindeutigen Wirkungszu-
sammenhang. Diese Annahmen werden als Scheinkausalität bezeich-
net. Zwei Entwicklungen können nur scheinbar miteinander verknüpft 
sein, eine gemeinsame Ursache haben, die unsichtbar ist, oder auch in 
umgekehrter Richtung zusammenhängen. Zudem gilt: Korrelation be-
deutet noch keine Kausalität.

Musterillusionen und Scheinkausalitäten treten gehäuft auf, wenn wir 
in einem Bereich oder in einer Situation nur über wenig persönliche 
Erfahrungen oder Wissen verfügen. Eine zentrale Rolle spielt die Mus-
terillusion bei Verschwörungstheorien. Insbesondere wenn sich Perso-
nen machtlos fühlen, verstärkt sich die Tendenz, beziehungslose Ereig-
nisse miteinander zu verknüpfen und dabei eine unsichtbare Hand zu 
sehen, die alles steuert.17

16	  Vorausgesetzt, die Münze ist nicht gezinkt.
17	  Siehe auch„Vermeintliche zentrale Lenkung“ auf Seite 60.
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Während des Zweiten Weltkriegs ver-
suchten die Bewohner von London, in 
den deutschen Bombenabwürfen Muster 
zu erkennen. Sie passten daraufhin ihren 
Wohnort an oder die Zeit, zu der sie sich 
in einen Luftschutzbunker zurückzogen. 
Untersuchungen nach dem Krieg zeigten 
jedoch auf, dass der Zeitpunkt und die 
Verteilung der Bombeneinschläge nahe-
zu zufällig waren.

Im Vorfeld des „D-Day“ tauchten militä-
rische Kennwörter wie Overlord, Omaha, 
Utah und Mulberry, die mit der Landung 
der Alliierten in der Normandie zu tun 
hatten, in Kreuzworträtseln einer briti-
schen Zeitung auf. Man vermutete Verrat. 
Der Autor wurde verhaftet und verhört. 
Es konnte ihm aber nichts nachgewiesen 
werden. Das Auftauchen der Codes in 
den Kreuzworträtseln war reiner Zufall.

Was ich dagegen tun kann

•	 Sein Bewusstsein bezüglich der Wir-
kung dieses Denkfehlers schärfen. Sein 
Wissen in relevanten Bereichen gezielt 
vertiefen und sich weiterbilden.

•	 Objektive Daten und Statistiken ver-
wenden, um Entscheidungen zu tref-
fen, anstatt sich auf wahrgenommene 
Muster oder Häufungen zu verlassen. 
Sein statistisches Denken verbessern.

•	 Offen für verschiedene mögliche Er-
klärungen sein, wenn man scheinbare 
Muster oder Häufungen in Daten sieht. 
Sich überlegen, ob dies auch Zufall sein 
kann.
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Mit der Musterillusion eng verwandt ist die Illusion der vermeintli-
chen zentralen Lenkung. Wir neigen dazu, das Handeln von anderen 
Gruppen als das Resultat einer bewussten und zentralen Planung und 
Steuerung zu sehen. Oft werden Akteure von aussen als „homogen“ 
wahrgenommen, auch wenn sie es in Wirklichkeit nicht sind. Wir tun 
uns schwer damit, zu erkennen, dass das Handeln von Personen oder 
Organisationen auch von Zufällen und unbeabsichtigten Konsequen-
zen geprägt wird. Stattdessen sehen wir vielfach Machtspiele, ein ko-
ordiniertes Vorgehen oder – im Extremfall – sogar Verschwörungen 
am Werk. Die Verzerrung der vermeintlichen zentralen Lenkung kann 
im nachrichtendienstlichen Kontext beispielsweise dazu führen, dass 
Analysten und Analystinnen das Ausmass überschätzen, in dem andere 
Staaten gezielt eine bestimmte Politik verfolgen. Auch fällt es ihnen 
bisweilen schwer, zufällige und unberechenbare Treiber zu berücksich-
tigen.
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Die autoritäre Regierung eines Landes ist 
dafür bekannt, ihre politischen Gegner 
im Exil eng zu überwachen. Im Land ste-
hen Wahlen an, und die Regierung gerät 
unter Druck. Plötzlich sterben in kurzem 
Abstand gleich zwei wichtige Oppositio-
nelle an einem Krebsleiden. Die zustän-
dige Analystin denkt sich: „Das kann un-
möglich ein Zufall sein!“

Während der Suezkrise 1956 erhielt das 
Nordamerikanische Luftverteidigungs-
kommando gleichzeitig Meldungen über 
unidentifizierte Flugzeuge über der Tür-
kei, sowjetische Jets über Syrien, einen 
abgeschossenen britischen Bomber und 
die Verlegung der Schwarzmeerflotte 
durch die Dardanellen. Aufgrund vorher-
gehender Drohungen der Sowjetunion 
gegenüber dem Westen, ging man davon 
aus, dass eine Offensive kurz bevorstand. 
Letztlich stellte sich heraus, dass es sich 
um eine zufällige Kombination von Fehl- 
und Falschmeldungen handelte. In Wirk-
lichkeit war es ein Schwanenschwarm 
über der Türkei; eine Jagdeskorte für den 
syrischen Präsidenten, ein mechanisches 
Problem, das den britischen Bomber zum 
Absturz brachte und ein geplantes, regu-
läres Flottenmanöver.

Was ich dagegen tun kann

•	 Offen für verschiedene mögliche Er-
klärungen bei der Interpretation des 
Verhaltens von Regierungen und ande-
ren Gruppen sein. Steckt dahinter tat-
sächlich eine Strategie? Oder vielleicht 
doch ehe Opportunismus? Und welche 
Rolle spielt der Zufall?

•	 Annahmen überprüfen, indem man sie 
systematisch identifiziert und hinter-
fragt.18

•	 Sich bewusst sein, dass auch schlech-
te Entscheidprozesse u.  U. zum ge-
wünschten Resultat führen können.

18	 Handbuch Methoden der Früherkennung  
und Antizipation, S. 27.
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